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[1] We present an interactive 3-D computer program (LitMod3D) developed to perform combined geophysical-petrological modeling of the lithosphere and sublithospheric upper mantle. In contrast to other available modeling software, LitMod3D is built within an internally consistent thermodynamic-geophysical framework, where all relevant properties are functions of temperature, pressure, and composition. By simultaneously solving the heat transfer, thermodynamic, rheological, geopotential, and isostasy (local and flexural) equations, the program outputs temperature, pressure, surface heat flow, density (bulk and single phase), seismic wave velocities, geoid and gravity anomalies, elevation, and lithospheric strength for any given model. These outputs can be used to obtain thermal and compositional models of the lithosphere and sublithospheric upper mantle that simultaneously fit all available geophysical and petrological observables. We illustrate some of the advantages and limitations of LitMod3D using synthetic models and comparing our predictions with those from other modeling methods. In particular, we show that (1) temperature at midlithosphere depths may be overestimated by as much as 200 K when compositional heterogeneities in the mantle and T-P effects are not considered in lithospheric models and (2) the neglect of mantle phase transformations on gravity-based models in thin-crust settings can result in a significant overestimation and underestimation of the derived crustal thickness and its internal density distribution, respectively.
1. Introduction

One of the main challenges concerning the Earth’s upper mantle is the determination of its present-day thermal and compositional structure. This information represents the basis for any evolutionary model of the Earth, as well as for understanding the relationships between geophysical observables (e.g., gravity, seismic velocity) and the physical state of the Earth’s interior. The existence of regions where temperature and composition vary abruptly within the lithospheric mantle is now generally accepted, as well as their spatial association with the location of seismically active zones, ore deposits, seismic velocity anomalies, sedimentary basins, and major tectonic boundaries in general [Fouch et al., 2004; Carlson et al., 2005; Shomali et al., 2006; Levshin et al., 2007; Griffin et al., 2009]. Realistic thermal and compositional models of the lithosphere and sublithospheric upper mantle are therefore essential for understanding (1) the origin and evolution of the lithosphere, (2) the nature of the lithospheric/sublithospheric mantle coupling, (3) the relationship between surface features and deep seated processes, and (4) the emplacement of major ore deposits, among others. However, given the trade-offs between temperature and composition, neither potential fields nor seismic velocities alone are sufficient to put tight constraints on the thermal and compositional structures of the upper mantle.

The purpose of this paper is to present an interactive 3-D software (referred to as LitMod3D) intended for integrated geophysical-petrological modeling of the upper mantle and to make it available to community modelers. LitMod3D implements an updated version of the recent method presented by Afonso et al. [2008a], based on the simultaneous and self-consistent fitting of all the available geophysical and petrological/geochemical observations. Besides allowing for a better control of the lateral and vertical variations of the bulk properties, this method reduces the uncertainties associated with fitting each observable alone or in pairs, as commonly done in the literature. Here we provide instructions to the user and present some illustrative examples that highlight the main advantages of our approach in comparison to other currently available methods/codes. LitMod3D and detailed documentation can be downloaded from http://www.es.mq.edu.au/staff/Software1.htm (see auxiliary material).^1 We expect the code to be distributed through the Computational Infrastructure for Geodynamics (CIG, http://www.geodynamics.org).

2. Method and Numerical Implementation

The general methodology used in LitMod3D has been discussed elsewhere [Afonso et al., 2008a]. Here we give only a brief summary of the method and discuss in detail the new implementations relevant to LitMod3D.

LitMod3D is a collection of FORTRAN subroutines and shell scripts organized in two modules: a forward calculation module (referred to as LITMOD3D_FOR) and an interactive interface module (referred to as LITMOD3D_INTF) used to visualize and modify data. Both modules run efficiently in either single- or multiple-processor computers and have been compiled in several Linux distributions (see LitMod3D README file at http://www.es.mq.edu.au/staff/Software1.htm for details). Sections 2.1–2.5 describe the general computation scheme performed by the forward module.

^1Auxiliary materials are available in the HTML. doi:10.1029/2009GC002391.
2.1. Temperature

For the calculation of the thermal field, LITMOD3D_FOR assumes the numerical domain to be composed of (1) a conduction-dominated region (i.e., lithosphere), (2) a convection-dominated region (i.e., convective sublithospheric upper mantle), and (3) an intermediate zone where both conduction and convection are significant [cf. Afonso et al., 2008a].

2.1.1. Lithosphere

In the absence of convection/advection terms, the 3-D steady state thermal structure of the lithosphere is given by the following vector equation

\[ \nabla \cdot (k(\vec{x}, T, P)\nabla T(\vec{x})) = -H(\vec{x}) \]  

(1)

where \( T \) is temperature, \( k \) the thermal conductivity tensor (W m\(^{-1}\) K\(^{-1}\)), \( H \) the radiogenic heat production (W m\(^{-3}\)), and \( x \) denotes the spatial dependence. The temperature and pressure dependence of \( k \) in the mantle follows the model of Hofmeister [1999] (Appendix A1).

Equation (1) is solved with the finite differences technique, subject to the following boundary conditions: (1) fixed temperature at the top of the model, (2) fixed temperature at the bottom of the lithosphere, and (3) no heat flow perpendicular to the vertical boundaries (i.e., the four XZ and YZ planes, Figure 1).

2.1.2. Sublithospheric Mantle

Heat transfer within the sublithospheric domain is dominated by convection [cf. Schubert et al., 2001], and consequently, the temperature distribution follows approximately an adiabatic gradient. The bottom of the models is always taken at a depth \( z_{\text{bot}} = 400 \) km, where either a constant temperature or a range of adiabatic gradients can be chosen by the user (see Appendix A2). Between the lithosphere and sublithospheric mantle there is
a “buffer” region with a continuous superadiabatic gradient where heat transfer is controlled by both conduction and convection (Appendix A2).

2.2. Thermodynamic Modeling and Bulk Properties

[10] In the mantle, stable mineral assemblages are computed by Gibbs free energy minimization
Connolly, 2005; Afonso et al., 2008a]. Each mantle body is therefore characterized by a specific major element composition (in wt %), which translates into specific bulk rock properties. The latter are computed with a Voigt-Reuss-Hill averaging scheme. Table 1 summarizes typical average compositions of different subcontinental lithospheric domains estimated from xenoliths and peridotite massifs.

[11] The default thermodynamic formalism and associated database used in the free energy minimization are those of Stixrude and Lithgow-Bertelloni [2005]. However, other formalisms/databases [e.g., Xu et al., 2008] can be easily implemented by slightly modifying the relevant subroutine of the forward module. All necessary files containing thermodynamic information can be generated either with the freely available software Perple_X (http://www.perplex.ethz.ch) [Connolly, 2005] or by using a simple interface provided with LitMod3D.

2.3. Pressure

[12] Density and pressure are coupled through the compressibility and the definition of lithostatic pressure \( P(z) \)

\[
P(z) = \int_0^z \rho(z')gdz'
\]

In the crust, density is given by

\[
\rho(T,P) = \rho_0 - \rho_0 \alpha(T - T_0) + \rho_0 \beta(P - P_0)
\]

where \( \rho_0 \) is a reference density at \( T_0 \) and \( P_0 \), \( \alpha \) the coefficient of thermal expansion \([K^{-1}]\), and \( \beta \) the compressibility \([Pa^{-1}]\) (for layers with constant density both coefficients are zero). For mantle bodies, density is retrieved from the associated thermodynamic files as explained in section 2.2. The final pressure and density at each node are obtained through an iterative scheme as explained in Appendix B.

2.4. Elevation

[13] Local isostasy implies that a series of rigid vertical columns float freely on an inviscid fluid, and that the mass per unit area of these columns is the same at a certain level referred to as the compensation level [cf. Turcotte and Schubert, 2002]. If dynamic sublithospheric loads are neglected, then the compensation level can be placed at any depth below the base of the deepest lithospheric column [Lachenbruch and Morgan, 1990]. We take this level at the base of the numerical domain (i.e., 400 km) for the following reasons: (1) it covers the whole range of estimated lithospheric thicknesses and (2) a unique global compensation level requires only a single calibration constant (see Appendix C1 for the physical rationale behind this assumption).

[14] When short-wavelength (<200 km) density anomalies are present (e.g., intrusion), local isostasy is no longer valid to calculate elevation from the lithospheric geometry [cf. Turcotte and Schubert, 2002]. In these cases, LitMod3D accounts for the flexural rigidity of the lithosphere...
(regional isostasy) by using a planform (2-D) elastic thin plate to calculate the vertical motions related to short-wavelength lithospheric loads (see details in Appendix C2).

2.5. Gravity and Geoid Anomalies

Gravity and geoid anomalies are calculated in the spatial domain considering rectangular flat top prisms centered in each node of the grid (Figure 2). Although this approach is computationally more expensive than frequency domain techniques, it is better suited for handling density gradients and discontinuities within the model. The corresponding anomalies in every surface point of the model are calculated adding the effect of all individual prisms. The vertical gravitational attraction produced by a right rectangular prism whose density varies linearly with depth can be expressed analytically in Cartesian coordinates as [Gallardo-Delgado et al., 2003]:

\[
\Delta g_{FTP}(\rho) = G \rho_0 \left[ x \ln(y + r) + y \ln(x + r) - z \arctan\left(\frac{y}{x}\right) \right]_{z_1}^{z_2} = G \rho_0 \left[ \frac{y}{2} \arctan\left(\frac{y}{x}\right) + \frac{x}{2} \arctan\left(\frac{x}{y}\right) - \frac{x}{2} \arctan\left(\frac{x}{y}\right) \right]_{z_1}^{z_2} + G \gamma \left[ y \ln(y + r) \right]_{z_1}^{z_2} + G \gamma \left[ x \ln(x + r) \right]_{z_1}^{z_2} + G \gamma \left[ z \ln(x + r) + r \ln(y + r) - P \gamma \frac{z_2}{z_1} \right]_{z_1}^{z_2} + G \gamma \left[ y \ln(y + r) \right]_{z_1}^{z_2} + G \gamma \left[ x \ln(x + r) \right]_{z_1}^{z_2} + G \gamma \left[ z \ln(x + r) + r \ln(y + r) - P \gamma \frac{z_2}{z_1} \right]_{z_1}^{z_2}
\]

The first term on the right-hand side of equation (4) is equivalent to the contribution of a constant density prism [Nagy et al., 2000]. The second term is related to the density gradient \( \gamma \). Similarly, the corresponding geoid anomaly for the same prism is [Fullea, 2008]:

\[
\Delta N_{FTP}(\rho) = G \rho_0 \left[ x \ln(y + r) + y \ln(x + r) + z \ln(y + r) - P \gamma \frac{z_2}{z_1} \right]_{z_1}^{z_2} + G \gamma \left[ y \ln(y + r) \right]_{z_1}^{z_2} + G \gamma \left[ x \ln(x + r) \right]_{z_1}^{z_2} + G \gamma \left[ z \ln(x + r) + r \ln(y + r) - P \gamma \frac{z_2}{z_1} \right]_{z_1}^{z_2}
\]

where

\[
P = \frac{x^2}{2} \arctan\left(\frac{x}{y}\right) + \frac{x^2}{2} \arctan\left(\frac{y}{z}\right) + \frac{y^2}{2} \arctan\left(\frac{x}{y}\right)
\]

The Cartesian coordinates \((x_1, x_2, y_1, y_2, z_1, z_2)\) define the prism dimensions and are referred to a coordinate system with its origin located at the point where the gravity/geoid anomaly is calculated. Details regarding the calculation procedure and numerical strategy are given in Appendix D.

3. Program Description

LitMod3D considers every body of a model as a distinct layer. Each layer is characterized by its own set of physical properties (or bulk composition in mantle layers), and is defined between two consecutive and hierarchically ordered surfaces extended across the entire model (Figure 3). Calculations and outputs are referred to a Cartesian coordinate system with its origin located in the SW corner of the model. The shell script LITMOD3D job centralizes all the input parameters and automatically generates the input files required by the two modules.

3.1. Forward Module: LITMOD3D_FOR

Figure 4 (left) shows a general scheme of the files and folders used by LITMOD3D_FOR. The two input files LITMOD3D.info and layers.info contain all the parameters and variables needed by the forward module. LITMOD3D.info (generated by LITMOD3D.job) lists the following information on the geometry and boundary conditions of the model: (1) horizontal dimensions of the model \( L_x \) and \( L_y \) (km); (2) maximum topography of the region \( E_{max} \) (km); (3) number of nodes in the X, Y and Z axis, \( N_x, N_y, N_z \); (4) vertical grid step \( \Delta z \) (km); (5) variable topo, which indicates whether the input topography has been smoothed (\( \text{topo} = 0 \)) or not (\( \text{topo} = 1 \)); (6) variable temp_calc, which indicates if temperature needs to be calculated (\( \text{temp_calc} = 1 \)) or read from a file (\( \text{temp_calc} = 0 \)).
0); and (7) fixed temperatures at the top and bottom of the lithosphere $T_s$ and $T_a$, respectively.

Each row in the input file layers.info corresponds to a specific layer (i.e., body) and contains the following information: (1) index number, (2) name/brief description, (3) reference density (STP conditions), (4) reference coefficient of thermal expansion (STP conditions), (5) thermal conductivity, (6) volumetric heat production term, (7) compressibility, (8) thermodynamic Grüneisen parameter, (9) pressure derivative of the isothermal bulk modulus, (10) isothermal bulk modulus, and (11) mantle reference number. Parameters 3 and 4 are referred to STP conditions. Parameters 8–11 are only relevant for mantle layers (see equation (A1)), whereas 3, 4, and 7 are only used in crustal layers. Parameter 11 is used to identify the composition of each mantle layer, and must be set to zero for crustal bodies. The folder mant_data (Figure 4, left) contains relevant thermodynamic information.

Figure 3. LitMod3D models are composed of a number of layers (bodies) with different physical properties, defined by an upper and a lower surface extended over the whole model. (a) Cross section of a lithospheric model. The color scale indicates different layers. (b) Detail of the layers and associated limiting surfaces. Each layer is defined by two consecutive surfaces (e.g., layer 3 is defined by its upper limit, surface 2, and its lower limit, surface 3). Note that each surface defines both the upper limit of an $(i+1)$th layer and the lower limit of the $i$th layer.
3.2. Graphical Interface: LITMOD3D_INTF

LITMOD3D_INTF is a graphical interface designed to visualize the outputs of LITMOD3D_FOR, handle input data, and modify the geometry and properties of the layers. It makes use of the freely available FORTRAN graphical libraries PGPLOT (http://www.astro.caltech.edu/~tpj/pgplot/). In contrast to LITMOD3D_FOR, LITMOD3D_INTF works in geographical coordinates. This makes easier the use and visualization of georeferenced input data. The shell script LITMOD3D.job automatically performs the required coordinate transformations in all the files shared by the two modules of LitMod3D. Figure 4 (right) shows the files and folders used by LITMOD_INTF.

The main window of LITMOD3D_INTF (Figure 5a) shows map views of any of the available geophysical observables (right side of the window), together with general information on the model and an option menu (left side of the window). The observable displayed in map view (elevation by default) can be changed using the option CHANGE OBS (c).

The options of the graphical interface can be classified in three general groups: visualization, modification, and additional data.

3.2.1. Visualization

The program offers the following options to visualize the 3-D geometry of the model: (1) vertical cross sections of the structure and associated geophysical observables (EXTRACT PROFILE (p), Figures 5b and 5c); (2) map views of the structure, layer thickness, and observables (BODY PLOT (b, s), Figure 5d); and (3) vertical cross sections, map views (VISUALIZE (v), Figure 5e), and 1-D profiles (PROFILE (z), Figure 5f) of density, temperature, pressure and seismic velocity distributions.

3.2.2. Modification

The geometry of the model is changed by modifying the boundary surfaces that define the layers. This is done along parallel profiles using the option MODIFY REGION (m). The selected surface appears as a dashed line in the profiles. A green line shows the last saved structure for comparison. After the profiles have been modified, the 3-D geometry is reconstructed by interpolating the structure between the saved profiles.

The option ADD NEW LAYER (a) allows creating a new body by adding a new layer. The lateral distribution of the new layer is delineated by a number of closed polygons defined with the mouse over a map view of the model. The possi-
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bility to remove parts of a layer is available through the option JOIN TWO LAYERS (j). The option LAYER HIERARCHY (h) checks for the proper order between two surfaces, and makes corrections if necessary. A particular body can be completely removed by using DELETE LAYER (d). Finally, SMOOTH LAY (i) is a smoothing filter of surfaces.

3.2.3. Additional Data

[25] There are two additional data options: LABELS (l) and REFERENCE POINTS (r). The former allows introducing labels (i.e., text strings) with relevant information associated with locations of particular interest. The latter allows drawing a number of closed polygons (i.e., areas over a map view of the model) that would be projected in the main window. These options are intended to mark areas or bodies of particular relevance.

4. Illustrative Examples

[26] The examples in this section are intended to illustrate some of the functionalities of the code, as well as some of its advantages over other available modeling software. Although particular care has been taken to make these synthetic models realistic and useful, they are deliberately oversimplified and therefore the reader is urged to view them as a means of illustration only. In what follows we will focus on (1) the differences in the resulting temperature distribution when fitting the same geophysical observables with different methods and (2) the effect of including shallow phase transitions on the final lithospheric structure derived from gravity anomalies in thin crust scenarios (e.g., passive margins, intracontinental basins). In our comparison, we will consider only those methods that admit a temperature-dependent density (hereafter referred to as PTA approach) [e.g., Zeyen and Fernández, 1994; Fullea et al., 2007]. Modeling techniques in which density is considered independent of T, P, or composition are not reliable and will not be examined here.

[27] To explore the two aforementioned effects we use a synthetic model composed of three lithospheric domains (Figure 6). The “oceanic” domain is characterized by a bathymetry of 6 km in the continental domain and 6.5 km in the oceanic domain and a constant density \( \rho_c = 2820 \text{ kg m}^{-3} \) everywhere. These values are within common estimates for Precambrian and Paleozoic crust [Durrheim and Mooney, 1994; Christensen and Mooney, 1995]. The mantle beneath the ocean and Tecton domains is characterized by a typical Phanerzoic composition, whereas the Archon mantle composition displays the following stratification: Archean from the Moho to 150 km depth and Phanerozoic from 150 km to the base of the thermal lithosphere (Table 1). The entire model is in isostatic equilibrium. (a) Location of the three domains and cross sections. (b) Cross section A: the three domains. (c) Cross section B: the ocean and Tecton domains. (d) Cross section C: the ocean and Archon domains. Table 1 list the major element compositions (CFMAS) adopted for the mantle domains. Note that the scales in Figures 6b–6d are different.
Figure 7. Modeling results for elevation, gravity, and geoid anomalies obtained with LitMod3D for the synthetic model of Figure 6. The lateral sides of the 3-D block show the density structure. The black dashed line represents the base of the thermal lithosphere (i.e., 1600 K isotherm). (a) Surface heat flow. Calculated (b) geoid, (c) free air, and (d) Bouguer anomalies. (e) The 3-D block. Depth slices of the (f) density, (g) Vs, and (h) thermal structures at a 100 km depth. Shown velocities are anharmonic isotropic velocities. However, LitMod3D includes the option to compute attenuation effects following the approach explained by Afonso et al. [2008a].
sition, whereas the southern half is representative of an Archon domain [Afonso et al., 2008a; Griffin et al., 2009]. Since we are particularly interested in the effects of sub-Moho features, we assign the same crustal structure for the two continental domains (Figure 6).

The temperature field and associated geophysical observables of this synthetic model are shown in Figure 7. The variation pattern of these observables is controlled mainly by the lateral variation in crustal thickness (>20 km from “ocean” to Tecton). Note that the magnitude and pattern of the predicted observables are well within the range of real observations across passive margins [e.g., Fernández et al., 2004]. The free-air and geoid anomalies do not change significantly in a transect running from the ocean to the Archon domain, indicating that the average density contrast between these two domains is small. This occurs because of the “light” Archean upper compositional layer, which counteracts the density increase associated with the cold thermal structure of this domain [Jordan, 1978; Afonso et al., 2008a]. This is consistent with the weak correlation between the long-wavelength component of the gravity field and cratons [Shapiro et al., 1999]. Conversely, the Bouguer anomaly exhibits an amplitude of about 470 mGal, reflecting mainly the effect of the Moho topography. The lithospheric thickening from the Tecton to the Archon domain reduces the surface heat flow by 10 mW m$^{-2}$, leading to a typical cratonic value of 48 mW m$^{-2}$ [Jaupart and Mareschal, 1999] (Figure 7).

### 4.1. Comparison Between the PTA and LitMod3D

The PTA assumes no explicit compositional variations within the mantle. The density of the lithosphere depends on temperature only (i.e., $\rho = \rho_0 [1 + \alpha(T - T_0)]$, while the “asthenospheric density” $\rho_0$, coefficients of thermal expansion $\alpha$, and thermal conductivities $k$, are assumed constant [e.g., Lachenbruch and Morgan, 1990; Zeyen and Fernández, 1994; Fullea et al., 2007, and references therein]. This implies that mantle density reaches its highest value right beneath the Moho. However, as shown in section 4.2, this outcome produces artificial lateral density contrasts between the crust and the mantle that can significantly affect the modeling of gravity anomalies, besides being inconsistent with petrological and thermodynamic concepts.

Predictions from the PTA for the same thermal and lithospheric structure of our LitMod3D synthetic model are shown in Figure 8. As expected, the calculated density structure displays a pronounced high-density region beneath the “cold” Archon, which translates into a large reduction of absolute elevation (>2 km of isostatic disequilibrium, Figure 8c). Likewise, and partly as a consequence of this disequilibrium, free-air and geoid anomalies are ~250 mGal and >100 m higher, respectively, in the PTA than in LitMod3D.

Outside the Archon domain, differences in absolute elevations between the two models are significantly smaller (<300 m and <100 m in the Tecton and oceanic domains, respectively; Figures 7 and 8). This reflects the fact that the composition of the lithospheric mantle in these two domains is not too different from that in the sublithospheric counterpart (Table 1); an implicit assumption in the PTA. Gravity and geoid anomalies, on the other hand, are much more affected by the high-density root of the Archon. The effect is particularly evident in the geoid, which is more sensitive to long-wavelength deep-seated density anomalies than gravity anomalies.

While the above results are revealing, it is more instructive to quantify the differences between the two methods in terms of the final lithospheric structure they predict. To do this, let’s assume the geophysical observables predicted by LitMod3D to be the “real” data, and then use the PTA to obtain the lithospheric structure that best fits such data. For simplicity, we consider two end-member scenarios in which either the depth to the LAB or the crustal thickness is the only parameter allowed to vary.

In the first case we find that fitting elevation requires a constant lithospheric thickness of 120 km throughout the model. This simple structure, however, is not able to simultaneously fit either the geoid or the surface heat flow in the Archon (Figure 7). In the second case, elevation, gravity, and geoid anomalies are fitted within 50 m, 5 mGal and 1 m, respectively, by increasing in 11 km the crustal thickness in the Archon (Figures 9b and 9c). Although the fitting of the observables is somewhat satisfactory, the predicted thermal structure and surface heat flow display localized differences of up to 200 K and 10 mW m$^{-2}$, respectively, compared to the thermal structure of LitMod3D (Figure 9d). Two different effects combine to produce this large difference in the Archon: (1) the thickening of the crust produces a “hotter” Archon
due to the larger radiogenic heat production of the crust and its relatively low thermal conductivity (blanketing effect; Figure 9) and (2) temperatures in the lithospheric mantle are higher in models with constant thermal conductivities (i.e., PTA). The first effect, required by the PTA to fit the observables, contributes the most to the final thermal difference (>80%) beneath the Archon.

4.2. Phase Transitions

Two main phase transitions may occur within the lithospheric mantle: plagioclase-spinel (25–35...
km depth) and spinel-garnet (60–90 km depth) [Ringwood, 1975; Klemme, 2004]. Because (1) the density change associated with these phase transitions can be relatively large in fertile peridotites (≪3% for plag-sp and ≪1.4% for sp-gnt [e.g., Afonso et al., 2007; Simon and Podladchikov, 2008]) and (2) the transitions occur at relatively shallow depths, it is expected that they will influence the computation of gravity anomalies, particularly in settings characterized by a thin crust (e.g., intracontinental basins, passive margins, etc). However, this effect is routinely ignored in the modeling/interpretations of gravity anomalies. Relevant exceptions are the models of Cella et al. [1998, 2006], although their density computations and transition depths are not internally self-consistent.

[35] We quantify the impact of including/neglecting phase transitions by considering the resulting pattern of the Bouguer gravity anomaly along a transect running from the oceanic to the Tecton domain (Figure 10). We run two identical models hampering phase changes in one of them to retain only the effect of pressure and temperature on density. This is equivalent to what is assumed in the PTA method. As shown in Figure 10, we find that the effect of ignoring phase transitions in the computed gravity anomaly can be as large as 50–70 mGal, which is considered larger than typical uncertainties arising from internal density distributions within the crust. In order to make the patterns of Bouguer anomaly comparable in the two models, the one without phase transitions requires an oceanic crust 2–3 km thicker. It follows that neglecting phase stability in settings with pronounced crustal thinning can lead to errors up to ~45% and ~2% in the estimated crustal thickness and its internal density distribution, respectively.

Appendix A: Temperature Field

A1. Heat Transfer Equation

[36] The thermal conductivity $k(T, P)$ in the mantle is obtained from [Hofmeister, 1999]

$$k(T, P) = k_0 \left(\frac{298}{T}\right)^a \exp \left(-(4\gamma + 1/3) \int_2^{T} \alpha(T) dT\right) \left(1 + \frac{K_T P}{K_F}\right) + k_{rad}(T)$$

where $k_0$ is the thermal conductivity at standard T-P conditions, $a$ is a fitting parameter, $\gamma$ is the thermodynamic/thermal Grüneisen parameter, $\alpha$ is
the T-dependent coefficient of thermal expansion, $K_T$ is the isothermal bulk modulus, $K'_0$ its pressure derivative, and $k_{rad}(T)$ is a term that describes the radiation contribution to $k$ (taken from Hofmeister [1999, equation (12)]). For typical mantle phases, the parameter $a$ takes values between 0.2 and 0.9, while the Grünisen parameter varies between 1.0 and 1.45 [Hofmeister, 1999]. We take the values of Forsterite ($a = 0.45; \gamma = 1.25$) as representative averages. The variation of $k$ with composition in ultramafic assemblages is of the same order as variations produced by varying the individual parameters of equation (2) ($k_0$, $a$, $\gamma$, $K'_0$, $K_T$) within their uncertainties (including fabric anisotropy [e.g., Gibert et al., 2003]). Therefore, we choose not to model $k$ as an explicit function of bulk composition.

LitMod3D uses a least squares iterative scheme to solve the linear system arising from the finite difference discretization of equation (1). The main reason for adopting an iterative method over a direct solver is computational speed. The coefficients in the linear system include $k$ as a parameter, which is itself a function of $T$. This coupling is solved with an iterative procedure in which $k(T^n)$ is updated in each iteration $n$. The iteration stops when a certain user-defined accuracy (strictly, a difference between $T^n$ and $T^{n-1}$) is achieved. For accuracies $<1^\circ$C, the system typically requires three to four iterations to converge.

A2. Sublithospheric and Superadiabatic Buffer Layers

The region between the lithosphere and sublithospheric mantle where heat transfer is controlled by both conduction and convection is modeled with a buffer layer located immediately below the lithospheric domain. This buffer layer forces a continuous variation of temperature between the two domains and mimics the thermal effect of a rheologically active layer present at the bottom of the upper thermal boundary layer in convecting mantle-like fluids [Solomatov and Moresi, 2000; Zaranek and Parmentier, 2004]. In the buffer zone, the temperature varies linearly from the value at the bottom of the lithosphere (i.e., $T_a = 1600$ K) to $T_{buffer} = 1673$ K at the bottom of the buffer layer. In order to be consistent with both the adiabatic temperature profile at the reference MOR column [Afonso et al., 2008a] and mantle convection models [Solomatov and Moresi, 2000; Zaranek and Parmentier, 2004; Afonso et al., 2008b], the thickness of the buffer layer varies automatically to maintain the heat balance (i.e., energy conservation) between the basal heat input (assumed constant), internal heat generation, and surface heat release in the system.

LitMod3D allows the user to define either a constant temperature at the bottom of the numerical domain $T_{bot}$ or a range of adiabatic sublithospheric gradients. In the former case, an average reference temperature $T_{bot} = 1793$ K is recommended (default in LitMod3D). This estimation is based on high-pressure and high-temperature phase equilibrium experiments in the system (Mg, Fe)$_2$SiO$_4$ [e.g., Frost, 2003; Katsura et al., 2004; Frost and Dolejš, 2007], and is consistent with estimations of (1) potential temperatures at mid-ocean ridges (MORs) and (2) the global average depth of the 410-km discontinuity [Afonso et al., 2008a, and references therein]. Within the sublithospheric domain, the temperature (adiabatic) gradient is

$$\left. \frac{dT}{dz} \right|_{\text{adiab}} = \frac{T_{bot} - T_{buffer}}{z_{bot} - (z_L + z_{buffer})} \quad (A2)$$

where $z_L$ and $z_{buffer}$ are the depths to the $T_a$ and $T_{buffer}$ isotherms, respectively. If $T_{bot}$ is assumed constant (e.g., $T_{bot} = 1793$ K), then the sublithospheric gradient is univocally defined and varies laterally depending on the lithospheric structure. On the other hand, if a range of possible values for equation (A2) is defined, then $T_{bot}$ will vary accordingly. The temperature gradient given by equation (A2) is allowed to vary only between the expected range of 0.35–0.6 K/km. This condition typically translates into maximum lateral temperature variations of $\sim 120$ K, in agreement with predictions from seismic observations on the topography of the 410-km discontinuity [e.g., Afonso et al., 2008a; Chambers et al., 2005, and references therein]. Note that if the chosen $T_{bot}$ is considerably different from that listed above, then a new calibration constant need to be calculated for the elevation computation (see Appendix C).

Appendix B: First-Order Density-Pressure Iteration Formula

In the crust, where the pressure effect is relatively small (see equation (3)), LitMod3D uses an explicit “one-iteration” formula derived as follows. Let us assume that the density $\rho(z_0)$ and pressure $P(z_0)$ at a certain depth $z_0$ are known. As a first estimate, we consider the following expression
for the pressure at a depth $z > z_0$ ($z$ and $z_0$ belonging to the same material layer):

$$P(z) = P(z_0) + \rho(z_0) \cdot g \cdot (z - z_0)$$ \hspace{1cm} (B1)

Equation (B1) is formally equivalent to assuming that the density in equation (2) is constant. In reality, density will change with pressure and temperature (equation (3)), and the resulting increase in pressure from $z_0$ to $z$ is given, to first order, by the following integral

$$\Delta P = \int_{z_0}^{z} \rho(z')gdz' = \int_{z_0}^{z} \rho_0(1 - \alpha(T - T_0) + \beta(P(z_0))g \cdot (z - z_0)$$

$$= \rho_0(1 - \alpha(T - T_0) + \beta(P(z_0)))g \cdot (z - z_0) + \rho_0\beta\rho(z_0)g^2 \frac{(z - z_0)^2}{2}$$ \hspace{1cm} (B2)

where $T_0$ and $\rho_0$ are the temperature and density at the surface, respectively. In equation (B2) we have assumed that the temperature variation between $z$ and $z_0$ is linear, and therefore we can introduce the average value $T = \frac{T(z) + T(z_0)}{2}$ in the integral. Equation (B2) can be rearranged to give

$$\Delta P = \rho_0(1 - \alpha(T(z_0) - T_0) + \beta(P(z_0)))g \cdot (z - z_0)$$

$$- \alpha\rho_0 \frac{T(z) - T(z_0)}{2} g \cdot (z - z_0)$$

$$+ \rho_0\beta\rho(z_0)g^2 \frac{(z - z_0)^2}{2}$$

$$= \left(\rho(z_0) \left(1 + \frac{g \rho_0 \beta g(z - z_0)}{2}ight) \right) g$$

$$\cdot (z - z_0)$$ \hspace{1cm} (B3)

The first term within brackets on the right hand side of equation (B3) represents the first-order contribution (i.e., constant density) plus a correction term that depends on the compressibility and on the distance $z - z_0$. The second term within brackets accounts for the change in density due to the temperature difference between $z$ and $z_0$. The total pressure at depth $z$ is thus the sum of $P(z_0)$ plus $\Delta P$, i.e., using differential notation:

$$P(z) = P(z - dz) + gdz \left(\rho(z - dz) \cdot \left(1 + \frac{g \rho_0 \beta dz}{2}\right) \right)$$

$$- \rho_0\alpha \frac{T(z) - T(z - dz)}{2}$$ \hspace{1cm} (B4)

Equation (B4) can be introduced into equation (3) to obtain the density in the crust at any depth $z$ provided that the pressure, density, and temperature are known at $(z - dz)$. At deeper levels, however, the accumulated error in calculated pressures can become substantial when using equation (B4). In this case, the pressure-density coupling is solved with a full iterative scheme. Iterations stop when the pressure difference between two consecutive iterations is less than a prescribed (user-defined) value.

**Appendix C: Elevation, Compensation Level, and Regional Isostasy**

**C1. Compensation Level**

[41] The application of hydrostatic equilibrium to the Earth’s crust is one of the oldest physical principles in Earth Sciences and is commonly known as the principle of isostasy. Likewise, its extension to include the Earth’s lithosphere [e.g., Lachenbruch and Morgan, 1990] may be referred to as lithospheric isostasy. The latter requires the mass per unit area of vertical lithospheric columns be the same when integrated down to a certain depth known as the compensation level. Although such condition is never met within the Earth, where convection currents occur, the relatively low viscosity of the shallow sublithospheric mantle allows lateral pressure gradients to be relaxed by flow over short time scales. In contrast, lateral pressure (and density) gradients associated with either temperature, topography, or compositional variations can exist within the lithosphere over much longer time scales. This creates a mechanical and temporal decoupling between the long-term rigid lithosphere and the much less viscous sublithospheric mantle [cf. Schubert et al., 2001], which explains the success of lithospheric isostatic models [e.g., Lachenbruch and Morgan, 1990; Zeyen and Fernandez, 1994; Fullea et al., 2007, and references therein] in reproducing absolute elevation.

[42] Several authors have demonstrated that the topography of the outer surface in mantle-like fluids is primarily controlled by the physical conditions within the uppermost thermal boundary layer [McKenzie, 1977; Parsons and Daly, 1983; Marquart and Schmeling, 1989]. Although “dynamic” loads associated with sublithospheric flow can influence the surface topography to some extent, this effect seems to be important only in regions of large upwellings or downwellings [e.g., Marquart and Schmeling, 1989]. In the isostatic balance performed in LitMod3D, the thermal gradient in the sublithospheric upper mantle does not include nonsteady thermal perturbations that could arise from convection currents, and therefore the
contribution of sublithospheric loads to elevation is implicitly neglected. This somehow limits the applicability of LitMod3D to regions presently affected by processes such as delamination or large upwellings. However, dynamic effects can be taken into account during the modeling process by properly correcting/filtering the input data.

[43] In the context of local isostasy the absolute elevation of any column is given by [Afonso et al., 2008a]

\[
E = L - \frac{P_{\text{bot}}}{g \rho_{\text{bot}}} - \prod_0 \text{if } E > 0
\]
\[
E = \frac{\rho_{\text{bot}}}{\rho_w} \left( L - \frac{P_{\text{bot}}}{g \rho_{\text{bot}}} - \prod_0 \right) \text{if } E < 0
\]  \hspace{1cm} (C1)

where \( \rho_{\text{bot}} \) is the average density at the bottom of the model, \( z = z_{\text{bot}} \), \( P_{\text{bot}} \) the pressure at the bottom of each column, \( \rho_w \) the density of seawater \((1030 \text{ kg m}^{-3}) \), \( L \) is the solid part of each column (i.e., \( L = z_{\text{bot}} + E_{\text{obs}} \) where \( E_{\text{obs}} \) is the observed elevation), and \( \prod_0 \) is a calibration parameter depending on the reference column adopted. The latter can be calculated once a reference column is adopted. Following Afonso et al. [2008a], we take this reference column at a standard MOR. Using equation (C1) with appropriate parameters from the reference column, \( \prod_0 \) is obtained as

\[
\prod_0 = z_{\text{bot}} - \frac{\rho_{\text{bot}}(z_{\text{bot}} - E_{\text{obs}}) + \rho_w E_{\text{ref}}}{\rho_{\text{bot}}}
\]  \hspace{1cm} (C2)

where \( \rho_{\text{MOR}} \) and \( E_{\text{ref}} \) are the average density and average bathymetry, respectively, of the reference MOR column. Note that \( \rho_{\text{MOR}} \) and \( \rho_{\text{bot}} \) depend on the MOR model, and therefore on the assumed basal temperature \( T_{\text{bot}} \). If the latter is different from the default value of 1793 K (see above), a new calibration constant should be calculated accordingly as explained by Afonso et al. [2008a].

[44] Equations (C1) and (C2) are strictly valid for a flat Earth model. However, the differences with respect to a spherical Earth model, which allows for the change in the surface area with depth [e.g., Hager, 1983], are only relevant for very thick lithospheres. For instance, for a 200-km-thick lithosphere, the discrepancy in predicted elevations between spherical and flat Earth models is less than 5%.

**C2. Regional Isostasy**

[45] The presence of short-wavelength features in the density distribution can lead to unrealistic elevations and associated gravity anomalies under the assumption of local isostasy. In such cases, a regional (flexural) isostasy model may be more appropriate [Turcotte and Schubert, 2002].

[46] The equation relating the vertical deflection \( w(x, y) \) of an elastic thin plate when submitted to vertical forces \( q(x, y) \) [e.g., van Wees and Cloetingh, 1994] is:

\[
D \frac{\partial^4 w}{\partial x^4} + D \frac{\partial^4 w}{\partial x^2 \partial y^2} + 2D \frac{\partial^2 w}{\partial x \partial y^3} + \frac{\partial^2 w}{\partial x^2 \partial y} + \frac{\partial^2 w}{\partial y^2 \partial x} + 2 \frac{\partial w}{\partial y} + \frac{\partial^2 w}{\partial y \partial x^2}
\]

\[
= 2(1 - \nu) \frac{\partial^2 w}{\partial y \partial x} + \Delta \rho g \quad \text{w} = q(x,y)
\]  \hspace{1cm} (C3)

where \( D \) is the rigidity of the lithosphere, \( w \) is the flexural deflection (vertical displacement), \( \Delta \rho \) is the density difference between sublithospheric mantle and the overlying fluid (air or water), and \( q(x, y) \) is the vertical pressure anomaly at the compensation level. Rigidity and the equivalent elastic thickness of the lithosphere \( T_e \) are related according to the equation

\[
D(x,y) = \frac{E T_e^3(x,y)}{12(1 - \nu^2)}
\]  \hspace{1cm} (C4)

where \( E \) is Young’s Modulus \((E = 10^{11} \text{ Pa}) \) and \( \nu \) the Poisson’s ratio \((\nu = 0.25)\).

[47] Regional compensation reduces the deviations between compensated and observed elevations depending on the chosen \( T_e \) values. Small \( T_e \) values filter only short-wavelength misfits, and in the limit case of \( T_e = 0 \), regionally and locally compensated elevation are identical (i.e., 100% compensation). On the other hand, large \( T_e \) values filter both short- and long-wavelength misfits, and in the limit case of infinite \( T_e \), all loads are supported by the intrinsic rigidity of the lithosphere (i.e., 0% compensation). For example, a \( T_e \) of 10 km and 30 km removes 16% and 84%, respectively, of the vertical displacement produced by a 200-km wavelength density anomaly with respect to predictions from local isostasy. This allows discerning whether low-wavelength misfits between the observed topography and the local isostatic topography compensating the assumed lithospheric structure can be due to a regional isostatic support assuming reasonable \( T_e \) values.
LitMod3D computes flexural isostasy by using the finite difference code TISC (cuba.ija.csic.es/~danielgc/tisc/) [García-Castellanos, 2002], which requires the 2-D load distribution and a representative effective elastic thickness for the lithosphere. The flexural load \( q(x, y) \) is given by pressure variations at the compensation level. Since sublithospheric loads are implicitly ignored (see above), these pressure variations are associated with lithospheric loads only. Therefore, in the ideal case where the observed topography and the modeled lithospheric structure are 100% locally compensated, the pressure at 400 km depth would be constant throughout the entire model and the load distribution would be zero.

We illustrate the effect of regional compensation by introducing two new bodies in the Tecton area, which originally is 100% compensated (i.e., the calculated elevation according to local isostasy coincides with the input “observed” elevation). The first body is a 50 km wide body with its base located at the Moho, and a vertical extension of 30 km (Figures C1b and C1c). The density contrast with respect to the surrounding crust is +70 kg m\(^{-3}\). This case is representative of a mafic intrusive body of small dimensions such as those found in many volcanic settings (e.g., Namibian volcanic margin [Bauer et al., 2000; Fernández et al., 2008]). The second body is located right beneath the Moho in the transition region between the oceanic and Tecton domains (Figures C1d and C1e). Its dimensions are 350 km × 600 km in the E–W and N–S directions, respectively, and its maximum thickness is 20 km. The density of this body is 3200 kg m\(^{-3}\), which translates into a density contrast ranging from −70 to −150 kg m\(^{-3}\) with respect to the surrounding mantle. This body may well represent underplating material such as those typically found in volcanic margins (e.g., North Atlantic, Namibian margin [White et al., 2008; Fernández et al., 2004; Bauer et al., 2000]).

The presence of these two extra bodies introduces misfits between the “observed” elevation (see above) and that predicted by local isostasy. The misfits are attenuated by accounting for the flexural strength of the lithosphere, depending on the assumed effective elastic thickness and on the wavelength of the load. For instance, assuming a \( T_e = 30 \) km, the flexural resistance reduces about 90% of the misfit between observed and calculated elevations (in local isostasy) for the first body, but only <10% for the second (Figure C1). This simple
exercise demonstrates the well-known fact that for structures extending for more than about 200–250 km, local isostasy is a reasonable approximation [cf. Turcotte and Schubert, 2002].

Appendix D: Gravity and Geoid Anomalies

[51] Equations (4) and (5) are solved using absolute densities. However, since only relative gravity and geoid anomalies are meaningful in the present context, the gravity field of a reference model is subtracted from the total field. The free air gravity anomaly is therefore given directly by the gravitational attraction of equation (4) minus the effect of the reference model. Bouguer gravity anomalies are obtained by correcting free air anomalies for the gravitational attraction of topography assuming constant reduction densities of 2670 kg/m³ and 1030 kg/m³ for the crust and water, respectively. Although there are no global data sets of Bouguer gravity anomalies, it is straightforward to calculate Bouguer gravity anomalies from global digital free-air anomaly data sets by applying the complete topography correction [see Fullea et al., 2008].

[52] Columns located at the edges of the model are extended 10⁶ km to avoid border effects produced by the density contrasts at the physical limits of the model. The average of the calculated gravity anomalies is fit to coincide with the average of the observed anomalies. In the case of geoid anomalies, long-wavelength (regional) components are usually present in the observed signal because of their slower decay (∼1/r) with distance to density anomalies. Moreover, small perturbations from isostatic equilibrium (local or flexural) at the borders of the model can result in long-wavelength components in the calculated anomaly. These undesirable effects are removed by subtracting from the calculated geoid the planes that best fit (in a least squares sense) the observed and calculated geoid anomalies [Fullea, 2008]. When comparing predictions with real geoid data, it is crucial to properly filter the data to avoid undesirable deep convective effects. In most cases, this can be achieved to a good approximation by removing harmonic coefficients up to degree and order 9–10 from a complete undulation model (see Bowin [1983], Torne et al. [1995], and Bowin [2000] for a more complete discussion).

[53] In order to use equations (4) and (5), the density of each prism needs to be either constant or vary linearly with depth. In the crust, this condition is always met to a high accuracy, and therefore the top and bottom surfaces of each crustal layer are used to define the vertical limits of the prisms. Within the mantle, on the other hand, density can vary nonlinearly or abruptly within a single layer (e.g., across phase changes). To account for this, LITMOD3D_FOR performs three hierarchically ordered subdivisions. First, one prism is defined for each mantle layer (as for the crust). Second, the program searches for possible phase transitions within each layer, defining one prism for each stability field. Third, a further check is performed to corroborate that the density at the middle of each prism is close enough to the average between the values at its upper and lower boundaries (i.e., difference smaller than a user-defined error). If this condition is not met, the prism is subdivided until the third condition is met. In practice, tests for different mantle compositions and lithospheric geometries suggest that a single iteration suffices.
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