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Abstract

An algorithm for the construction of phase diagram sections is formulated that is well suited for geodynamic problems in

which it is necessary to assess the influence of phase transitions on rock properties or the evolution and migration of fluids. The

basis of the algorithm is the representation of the continuous compositional variations of solution phases by series of discrete

compositions. As a consequence of this approximation the classical non-linear free energy minimization problem is trivially

solved by linear programming. Phase relations are then mapped as a function of the variables of interest using bisection to locate

phase boundaries. Treatment of isentropic and isothermal phase relations involving felsic and mafic silicate melts by this

method is illustrated. To demonstrate the tractability of more complex problems involving mass transfer, a model for infiltration

driven-decarbonation in subduction zones is evaluated. As concluded from earlier closed system models, the open-system

model indicates that carbonates are likely to persist in the subducted oceanic crust beyond sub-arc depths even if the upper

section of the oceanic mantle is extensively hydrated. However, in contrast to more simplistic models of slab devolatilization,

the open-system model suggests slab fluid production is heterogeneous and ephemeral. Computed seismic velocity profiles,

together with thermodynamic constraints, imply that for typical geothermal conditions serpentinization of the subducted mantle

is unlikely to extend to N25 km depth and that the average water-content of the serpentinized mantle is b2 wt.%.
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1. Introduction

Comprehensive thermodynamic data for minerals

[1–5] and silicate melts [6,7] provide a basis for
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constructing realistic models for rock behavior as a

function of physical conditions. These models are of

value in the classical inverse petrological problem

whereby observed mineral assemblages are used to

constrain the nature of geodynamic cycles. More

recently, recognition of the influence of phase tran-
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sitions on rock properties has led to the incorpora-

tion of detailed thermodynamic models for phase

equilibrium effects in studies of seismic structure

[8–10,5] and geodynamic cycles [11–14]. Such in-

tegrated approaches demand both a robust method

for calculating phase equilibria and an efficient

means of summarizing the resulting information.

This paper presents a simple method that meets

these demands.

The computational method outlined here employs

free-energy minimization to map phase relations as a

function of the variables of interest. The strategy can

be split into two components: the minimization tech-

nique, which is the engine for the calculation; and

the mapping strategy. Numerous workers have de-

veloped non-linear minimization techniques for the

calculation of petrological phase equilibria [15–

17,9]. A weakness of non-linear techniques is that

identification of the stable mineral assemblage is

probable, but not a certainty. Additionally, although

non-linear techniques require little computational

memory, they are slow and may fail to converge.

An alternative to non-linear techniques is to approx-

imate the continuous compositional variation of so-

lution phases by sets of discrete compositions

[18,19]. With this approximation, the identity and

composition of the stable phases can be established

by linear minimization techniques for which conver-

gence to a global minimum is algorithmically certain

[20]. The limitation of this method has been that

accurate representation of the composition of com-

plex solutions requires such a large number of dis-

crete compositions that computer memory is taxed

[21]. However, technological improvements have

made minimizations with N106 discrete compositions

feasible on ordinary desktop computers. A minimi-

zation on this scale requires ~1–10 s, thus linear

optimization can be applied to map the equilibrium

properties of a system as a function of arbitrarily

chosen independent variables on a practical time

scale.

Mapping is essentially independent of the minimi-

zation technique. Typically mapping strategies involve

initial sampling the coordinate space of interest on a

rectilinear grid. The initial grid may then be refined (C.

de Capitani, personal communication, 2003) to accu-

rately locate features such as phase boundaries or

compositional isopleths. A drawback of many current
implementations of such strategies is that provision is

not made for storing all the information acquired dur-

ing mapping. Thus, extraction of a particular feature

such as a melt isopleth may involve repetition of the

entire calculation. Recently, Vasilyev et al. [22] have

proposed a scheme by which data obtained during

mapping with non-linear minimization techniques

can be stored through the use of continuous and dis-

continuous wavelets, thereby eliminating the need for

repetitious calculations. Here it is shown that a simple

bisection algorithm provides resolution and compres-

sion that is comparable to that obtained by the wavelet-

based mapping.

Mapping phase relations by iterative application of

a free-energy minimization is but one, and the crudest,

of a variety of methods used in the geosciences [23].

The advantages of mapping strategies are that they are

general with respect to the choice of mapping vari-

ables and that the resolution of the map is controlled

by the user. Thus a low resolution map can be rapidly

obtained for even the most complex systems. Such

low resolution maps are sufficient for many geody-

namic applications and are useful as a tool for the

exploration of petrologic phase relations. Subsequent-

ly, low resolution maps can be refined to any level of

accuracy required by specific applications. The meth-

odology described here has been implemented in open

source computer software and has been tested

by application to various petrologic and geodynamic

problems [10,24].

The first sections of this paper review the linear-

ized formulation of the free energy minimization

problem and describe the multi-level grid strategy

used to map and recover phase relations and physical

properties; the practical implementation of the algo-

rithm and some applications with recent silicate melt

models [6,7] are discussed in the next section; and the

final section presents a minimal model for subduction

zone decarbonation, a problem chosen to illustrate the

feasibility of problems involving mass transfer. Sub-

duction zone decarbonation has received attention

because of its potential importance in the global car-

bon cycle [25–28], but because the decarbonation is

coupled to much more voluminous dehydration, quan-

titative modeling of decarbonation is path dependent

and therefore not easily quantified. To circumvent this

complexity, initial attempts to quantify subduction

zone decarbonation were based on a closed system
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model that was argued to provide an upper limit for

the efficiency of the subduction zone decarbonation

process [29–31]. The open system model developed

here, in which the fluids generated by devolatilization

are permitted to migrate during subduction, is

designed to test the validity of this argument. To

this end an extreme and controversial scenario

[32,33] is considered in which the subducted mantle

is extensively hydrated.

For simplicity, the terminology appropriate for the

analysis of an isobaric–isothermal closed chemical

system is used here. In this case the Gibbs energy

(G) is the thermodynamic function that is minimized

during phase equilibrium calculations, the composi-

tional variables describe the proportions of the differ-

ent kinds of mass that may vary among the phases of

the system, and the environmental variables are pres-

sure (P) and temperature (T). However, the compu-

tational strategy is general and can be used for

compositions that define the thermal and mechanical

properties and environmental variables that relate to

the chemistry [34].
2. Linear formulation of the minimization problem

The mimization problem is to find the amounts and

compositions of the phases that minimize the Gibbs

energy of a system (Gsys) at constant pressure and

temperature [17,18]. The Gibbs energy of the system

is expressed in terms of the C phases possible in the

system as:

Gsys ¼
XC
i¼1

aiG
i; ð1Þ

where Gi is the Gibbs energy of an arbitrary quantity,

here chosen to be a mole, of the ith phase, and ai is

the amount of the phase, which is subject to the

physical constraint

aiz0; ð2Þ

where in general a N0 if the phase is stable and ai=0

if the phase is metastable, although in certain patho-

logical cases the abundance of a stable phase may be

zero. Mass balance further requires that the amounts

of the components within the phases of the system
must sum to the corresponding amounts in the system,

i.e.,

n
sys
j ¼

XC
i¼1

ain
i
j; j ¼ 1 . . . c; ð3Þ

where c is the number of independent components,

and ni
j is the amount of the jth component in the ith

phase.

The Gibbs energy of a solution phase is a non-

linear function of its composition and consequently

the exact solution of phase equilibrium problems is

complicated by the necessity of refining both the

identities and compositions of the stable phases by

iteration. To circumvent such complications, the

compositional variation of a solution can be repre-

sented by a series of compounds, designated

bpseudocompoundsQ [19,18]; defined such that each

compound has the thermodynamic properties of the

solution at a specific composition. From a computa-

tional perspective, each pseudocompound represents

a possible phase in the formulation represented by

Eqs. (1)–(3), but because there are no compositional

degrees of freedom associated with the pseudocom-

pounds the problem reduces to a linear optimization

problem that can be solved by a standard procedure

such as the Simplex algorithm [18] (a script that solves

the linearized problem with the mathematical toolbox

Maple is at www.perplex.ethz.ch/simplex.html). The

input for the algorithm is the Gibbs energy and com-

position of the C pseudocompounds chosen to repre-

sent the phases of interest and the output is the

amounts of the p pseudocompounds that are stable

in the approximated system, where in general pbC.

It can be shown by thermodynamic argument [35]

that if the possible phases of a system have no com-

positional degrees of freedom then the number of

stable phases must be identical to the number of

components. This argument precludes the unnatural

situation that the composition of the system coincides

exactly with that of a phase or a positive linear

combination of fewer than c-phases. This situation

poses semantic difficulties, but from a practical per-

spective it can be treated as an assemblage in which

the amount of one or more of the stable phases is zero,

hence the equality in condition (2). Thus, the solution

of the approximated problem can always be expressed

in terms of p =c stable pseudocompounds, but it is

http:www.perplex.ethz.ch/simplex.html
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Fig. 1. Schematic isobaric–isothermal free energy-composition dia

grams for a binary system illustrating the distinction between the

non-linear solution to the phase equilibrium problem (a) and its

linear approximation (b).
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possible that more than one pseudocompound may

represent a single true phase. In this case, the approx-

imated properties of the true phase are obtained by

combining the properties of the relevant pseudocom-

pounds. Phase immiscibility may complicate matters

because pseudocompounds may also represent two or

more distinct phases represented by the same equation

of state. To distinguish immiscible phases, the Euclid-

ean distance

d ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xc
j¼1

�
xkj � xlj

�2
vuut

where xj
i is the composition of component j in phase i,

is computed between each pair of coexisting pseudo-

compounds that are represented by the same equation

of state. If this distance is greater than a tolerance

chosen so as to be greater than, but comparable to, the

pseudocompound spacing, then the pseudocom-

pounds are taken to represent immiscible phases.

The ability to recognize and treat immiscibility is a

particular advantage of the linear algorithm over non-

linear algorithms that formulate the phase equilibrium

problem in terms partial molar free energies. An

additional complication in this class of non-linear

algorithms, that the partial molar energy of a species

becomes infinite as its concentration vanishes, is not

an issue for algorithms formulated in terms of integral

properties as done here. However, strongly non-ideal

solution behavior may lead to scenarios in which it is

desirable to resolve the compositional extremes of a

solution with greater accuracy than is required for

intermediate compositions. To accommodate this

eventuality provision is made for both linear and

non-linear discretization schemes.

The distinction between the exact and approximat-

ed problems is illustrated for a system with two

possible phases h and g (Fig. 1). For composition

Xsys, the lowest energy of the true system is obtained

by a positive linear combination of the energies b
and g, where the contacts of the common tangent

between the free energy-composition surfaces of h
and g define the stable phase compositions (Fig. 1a).

In the linearized formulation, h and g are each

represented pseudocompounds {h1,. . ., h7, g1,. . .,
g8} and for composition Xsys the algorithm would

identify h4+g6 as the stable phase assemblage,
-

where h4 and g6 approximate the stable compositions

of h and g with a maximum error corresponding to

the compositional spacing of the pseudocompounds

(Fig. 1b).
3. A multilevel grid strategy for mapping phase

diagram sections

An effective minimization technique provides the

basis by which phase relations and equilibrium system

properties can be mapped in any linear or nonlinear

section through the multidimensional P-T-X1-. . .-Xc

phase diagram of a thermodynamic system. For sim-

plicity, discussion is restricted here to two-dimension-

al phase diagram sections, although this is not a

fundamental limitation of the method. Phase diagram

sections are comprised by phase fields characterized

by a particular phase assemblage, within these fields

the chemical composition and physical properties of

the stable phases may vary continuously, but are

uniquely determined at any point. A consequence of

the pseudocompound approximation is that the con-

tinuous compositional variation of the individual

phases becomes discrete, so that the phase fields of

a true section decompose into a continuous polygonal

mesh of smaller pseudodivariant fields each of which

is defined by a unique pseudocompound assemblage

(Fig. 2a). The boundaries between adjacent pseudodi-

variant fields may represent either a true phase trans-

formation (e.g., boundaries a+g=h4 and a+h3=h2
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Fig. 2. Schematic phase pressure–temperature diagram section for a binary system in which phases a and g are stoichiometric compounds and

solution phase h is represented by pseudocompounds h1. . . h4. As a consequence of compositional discretization the true phase fields g+h, h,
and a+h decompose to smaller fields each defined by a unique pseudocompound assemblage (a) and boundaries between these fields are

defined by reaction relationships. These boundaries may approximate either true phase boundaries (e.g., formation of h by continuous and

discontinuous reactions h3=h2+g and h2=a+g, respectively) or homogeneous equilibration of a solution as a function or pressure and

temperature (e.g., the boundary h1=h2+g approximates a compositional isopleth for the h in phase field g+h). Phase relations are mapped by

sampling on a four level grid as depicted in (b) with grid nodes at progressively higher levels indicated by circles of decreasing size. The nodes

of this grid at which phase relations would be computed as dictated by the mapping strategy are indicated by filled circles in (c), the algorithmic

logic assigns the assemblages associated with the open circles. The final map of the section (d) is constructed by assuming each node of the grid

represents a finite area of the diagram.
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in Fig. 2a) or simply the discretized variation in the

composition of a solution (boundaries a+h3=h4 and

h1+g=h2 in Fig. 2a), the latter effectively contouring

the compositional variations of the corresponding true

phase fields. An algorithm in which the polygonal

mesh is traced directly to provide a map of the

phase relations within a section is suggested by [23].
The limitations of this algorithm are that it becomes

inefficient with the large numbers of pseudocom-

pounds necessary to represent accurately the compo-

sition of complex solutions such as silicate melts and

that it is difficult to use to map phase relations as a

function of composition. Here a crude, but more

robust, strategy that does not suffer these limitations
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is proposed in which the structure of the polygonal

mesh is mapped by sampling the equilibrium phase

relations within a section on a multilevel Cartesian

grid (Fig. 2). At the lowest level of resolution the

grid has nx and ny sampling points on the horizontal

and vertical axes. Grids of successively higher levels

of resolution are generated by halving the nodal

spacing, so that a grid at the rth level of resolution

has Nx=1+2
r�1(nx�1) and Ny=1+2

r�1(ny�1)

nodes along its horizontal and vertical axes (Fig.

2b). The grid nodes at each level of resolution define

a mesh of rectangular cells, such that each cell

contains four cells at the next higher level. In the

first iteration, the stable pseudocompound assem-

blages are determined at all the nodes of the lowest

level (filled circles, Fig. 2b). If the same assemblage

is stable at four corners of a cell, then the assem-

blage is assumed to be stable at the grid points at all

levels of resolution contained by cell. Likewise, if

two or three nodes represent the same assemblage,

then all higher resolution grid points that lie along

the line or within the triangle connecting the homo-

geneous nodes are assumed to represent the assem-

blage. Partially and entirely heterogeneous cells are

marked for investigation in the next step, in which

each of these marked cells is split into four cells at

the next higher level. The stable assemblages at any

of these nodes that are not known from the previous

step are determined by free energy minimization, and

heterogeneous cells are again marked for investiga-

tion. This process is repeated until the highest level

is reached, resulting in a grid with an effective

resolution of Nx�Ny points (Fig. 2c). A continuous

map of the phase relations can then be reconstructed

by associating a representative area with each point

of the Nx�Ny grid (Fig. 2d). The multilevel grid

strategy can be generalized for multidimensional

problems, and in comparison to the wavelet-based

strategy advocated in [22], has the advantage of

simplicity with comparable efficiency.

In the ideal case that the boundaries to be

mapped are monotonic functions of the map coordi-

nates the accuracy of the multilevel grid is identical

to that obtained by brute force mapping on a

Nx�Ny grid. More generally, the cost for the effi-

ciency of the multilevel strategy in terms of the

number of minimizations is that incursions on the

scales of the lower levels of the grid may be missed
entirely. Thus, the grid spacing at the lowest level

should be chosen so as to reduce the importance of

such errors to an acceptable level. For the illustra-

tion (Fig. 2), mapping all features of the phase

diagram section at the highest level of resolution

would require 289 minimizations; whereas use of a

three-level grid reduces the number of minimizations

required to 91. For purposes of solely depicting

phase relations, it is not necessary to resolve features

that do not correspond to true phase boundaries,

e.g., internal boundaries a+h3=h4 and h1+g=h2

in Fig. 2a. In such cases, the algorithm is modified

so that pseudocompounds that represent the same

phase are considered to be identical for purposes

of mapping. Making this simplification in the illus-

tration (Fig. 2) reduces the required number of

minimizations from 91 to 73, but in real problems

the simplification generally results in a more sub-

stantial saving. The data that must be stored for

post-processing can also be reduced by discarding

results from minimizations that yield replicate

assemblages. In the example (Fig. 2c), compression

by this method reduces the number of grid points for

which the full data is stored to only 6 points,

although a total of 86 nodal locations are required

to define the boundaries.

Properties such as mineral proportions and compo-

sitions, density, entropy, enthalpy, and seismic veloc-

ities are recovered from the data stored for each

minimization. Because these properties vary continu-

ously as function of the grid variables, properties at

any arbitrary sampling point are estimated by linear

interpolation or extrapolation from the three nearest

grid points at which the assemblage at the sampling

point is stable. For such purposes, the compression

strategy outlined above is modified, or entirely elim-

inated, to reduce the distance over which interpolation

is done. If an assemblage is stable at fewer than three

grid points physical, then properties are estimated by

extrapolation. For this purpose, the properties and

their derivatives are estimated by finite difference

from the Gibbs function.
4. Implementation and limitations of the algorithm

The algorithm is implemented as an option, re-

ferred to as bgridded minimizationQ, in a collection
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of FORTRAN programs for the calculation and graph-

ical representation of phase equilibria named Per-

ple_X. Grid variables may be chosen as pressure,

temperature, pressure as a function of temperature

(or vice versa), chemical potentials, phase composi-

tions and bulk composition (which may define me-

chanical and thermal state as well as chemical

composition [34]). Bulk compositional variables

may be specified to define a closed composition

space such that the molar composition of the system

(
Y
C system) is:

Y
C system ¼

Xn
i

Xi
Y
Ci;

Xn
i

Xi ¼ 1; 0VXiV1

or an open space such that:

Y
C system ¼ Y

C0 þ
Xn�1

i

Xi
Y
Ci; 0VXiV1
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Perple_X, including documentation, can be copied

via www.perplex.ethz.ch. The programs can be used

with most recent geological thermodynamic data-

bases [1–5]. Because the programs are open source,

they can be modified to accommodate mineral equa-

tions of state that have not been anticipated in the

present code or for other specialized purposes.

Graphical output from the package is written in

interpreted PostScript that can be imported into com-

mercial graphical editors. Alternatively, output from

Perple_X may be imported as look-up tables for

geodynamic calculations or into analytical toolboxes

such as MatLab.

Linearization essentially reduces the numerical

aspects of the phase equilibrium problem to an alge-

braic problem without path dependence and in this

regard the claim of algorithmic certainty is legitimate.
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Table 1

Phase notation and thermodynamic data sources

Symbol Phase Formula Source

A Phase A Mg7xFe7ð1� xÞSi2O8ðOHÞ6 [24]

Atg Antigorite Mg48xFe48ð1� xÞSi34O85ðOHÞ62 [24]

Bi Biotite KMgð3�wÞxFeð3�wÞð1� xÞAl1þ 2wSi3�wO10ðOHÞ2; x þ y V 1 [58]

Chl Chlorite Mgð5� yþ zÞxFeð5� yþ zÞð1� xÞAl2ð1þ y� zÞSi3� yþ zO10ðOHÞ8 [59]

Coe Coesite SiO2

Cpx Clinopyroxene Na1� yCayMgxyFeð1� xÞyAlySi2O6 [60]

F Fluid ðH2OÞxðCO2Þ1� x [41]

Fsp Feldspar KyNaxCa1� x� yAl2� x� ySi2þ xþ yO8; x þ y V 1 [61]

Gt Garnet Fe3xCa3yMg3ð1� x� yÞAl2Si3O12; x þ y V 1 [3]

Ky Kyanite Al2SiO5

Lw Lawsonite CaAl2Si2O7ðOHÞ2dðH2OÞ

M Magnesite MgxFe1� xCO3
[3]

Mu Mica KxNa1� xMgyFezAl3� 2ðyþ zÞSi3þ yþ zO10ðOHÞ2 [3]

Melt Melt Na–Mg–Al–Si–K–Ca–Fe silicate melt [7]

Mlt Melt Na–Mg–Al–Si–K–Ca–Fe hydrous silicate melt [6]

Ol Olivine Mg2xFe2ð1� xÞSiO4 [3]

Opx Orthopyroxene Mgxð2� yÞFeð1� xÞð2� yÞAl2ySi2� yO6 [60]

Pl Plagioclase NaxCa1� xAl2� xSi2þ xO8 [62]

San Sanidine NaxK1� xAlSi3O8 [63]

St Staurolite Mg4xFe4ð1� xÞAl18Si7:5O48H4 [3]

Stv Stishovite SiO2

Ta Talc Mgð3� yÞxFeð3� yÞð1� xÞAl2ySi4� yO10ðOHÞ2 [3]

Tr Amphibole Ca2� 2wNazþ 2wMgð3þ 2yþ zÞxFeð3þ 2yþ zÞð1� xÞAl3� 3y�wSi7þwþ yO22ðOHÞ2;w þ y þ z V 1 [64]

Unless indicated otherwise thermodynamic data was taken from [3] (revised 2002). The compositional variables w, x, y, and z may vary

between zero and unity and are determined as a function of pressure and temperature by free-energy minimization. Thermodynamic data for the

iron end-members for antigorite and phase-A were estimated as described in [24].
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approximated problem; thus a critical issue is whether

the requisite accuracy, which is controlled entirely by

the user, can be achieved without making the method

impractical. Comparisons with non-linear solvers

(e.g., THERMOCALC [36]) have confirmed that the

linear and non-linear methodologies converge at
levels of approximation that make the linear method

attractive. A specific example, in which mineralogies

and seismic velocities for the upper mantle computed

by a non-linear method [5] are compared to those

obtained with Perple_X is provided at www.perplex.

ethz.ch/bench.html.

http:www.perplex.ethz.ch/perplex/bench
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4.1. Examples

To illustrate the tractability of more challenging

geological problems by the proposed method, it is

applied here to calculate melting relations under crust-

al and mantle conditions. In crustal melting scenarios,

pressure and temperature are dictated by external

factors, so that the major source of variability is the

availability of water. In this context, a phase diagram

section that depicts phase relations as a function of

conditions along a geothermal gradient and water

content is useful. Fig. 3 shows low and high resolution

versions of such a calculation. Comparison of the

calculations demonstrates that, in light of typical geo-

logical and thermodynamic uncertainties, low resolu-

tion calculations capture the essential features of the

phase relations and that the virtue of high resolution

calculations is largely aesthetic. The low resolution

calculation illustrates the two distinct sources of dis-

cretization error associated with the algorithm. The

relatively large scale periodic irregularities, such as

those along the left boundary of the sil+Gt+Sa+Mlt

field (at ~800 8C, Fig. 3a, see Table 1 for phase

notation), are due to discretization of the melt com-

position; whereas the individual steps reflect the res-

olution of the mapping. Thus, an increase in grid
Fig. 4. Melting phase relations for a simplified version of the

LOSIMAG [45] mantle composition (molar composition: 0.707

SiO2, 0.037 Al2O3, 0.0971 FeO, 0.867 MgO, 0.053 CaO, 0.005

Na2O, 0.001 K2O) (a). Olivine is stable in all phase fields, other

phases are stable as indicated, see Table 1 for phase notation and

data sources. Red curves depict isentropic decompression paths,

labeled by entropy (J/kg), as recovered from the calculation. (b)

Mineral and melt modes as a function of pressure along the 2565

J/kg isentrope. Thermodynamic end-member data for the melt

model [7] were corrected for the appropriate reference state [3].

Because the solution models employed for the present calculation

differ from those used in the pMELTS software [7], the results

differ in details from those obtained with pMELTS. Absence of a

spinel stability field reflects the absence of Cr from the chemical

model. Likewise the stability of trace amounts of sanidine (Fsp)

at high pressure is probably an artifact of the absence of a model

for K-solution in the remaining subsolidus silicates. Phase com-

positions where discretized with an accuracy of better than 3

mol% (generating 8�105 pseudocompounds) on a 3-level grid

with 40�40 nodes at the lowest level (157�157 nodes at the

highest level). Because internal phase boundaries were defined,

the computation required a high proportion of minimizations

(70%, 0.5 s/minimization on a 1.5 GHz computer) compared to

the calculations depicted in Fig. 3. See www.perplex.ethz.ch/

perplex_adiabatic_crystallization.html for computational details.
resolution, without a commensurate increase in the

resolution of melt composition (i.e., an increase in

the number of pseudocompounds used to represent

the melt), has little value because it would resolve

artifacts of compositional discretization. This com-

plexity is a drawback of the method, but is not a

limitation of mapping strategies that employ non-lin-

ear solvers [17,22]. An additional limitation of the

method is that the number of pseudocompounds nec-

essary to obtain a uniform compositional resolution y
for a given solution is 2(2y)1�c, therefore to resolve

melt compositions at 0.03 mol% increments as in Fig.

3b would require ~1012 pseudocompounds. Thus, in

practice, an initial low resolution calculation must be

done to establish the range of melt compositions,

which is then used to define the range resolved at

high resolution in a subsequent calculation. Automa-

tion of this refinement procedure is a goal for future

work. A more fundamental limitation of mapping
Ol
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strategies is that they cannot unequivocally identify

geometrically degenerate phase diagram features such

as univariant and invariant phase fields, e.g., it is not

possible to distinguish a line from a narrow two di-

mensional field. The apparently invariant water-satu-

rated phase relations depicted at ~650 8C in Fig. 3

illustrate this type of ambiguity, the absence of any

detectable temperature dependence suggests these

phase relations are truly invariant, but is not a conclu-

sive diagnostic.

In many mantle scenarios, the melting process is

best approximated as adiabatic, thus temperature is a

dependent property and closed system phase relations

should be computed to mimimize enthalpy at constant

entropy, mass, and pressure. Such computations are

possible in existing programs [34,37]; however, an

alternative approach (cf. [5]) is illustrated (Fig. 4) in

which isentropic geotherms are recovered from the

computed phase relations for an anhydrous mantle

bulk composition. Properties such as phase propor-

tions (Fig. 4b), enthalpy, and seismic velocities along

any adiabatic path of interest can then be recovered

from the data stored for the calculation as a function

of temperature and pressure. The inflection in the

mantle solidus to higher temperature at low pressure

(Fig. 4a) reflects the importance of plagioclase as a

host for alkali elements and has the interesting impli-

cation that melts produced near the garnet lherzholite

solidus may freeze during adiabatic upwelling of the

mantle as occurs along the calculated 2665 J/kg isen-

trope (Fig. 4b, [cf. [38]]).
5. Phase fractionation and open system models

A limitation in the geological application of the

foregoing models is that although they assume a

closed chemical system they demonstrate the genera-

tion of physically mobile phases, i.e., melt and aque-

ous fluid, the existence of which is likely to lead to

violation of the closed system assumption. Formation

of a refractory phase that, once formed, ceases to

equilibrate with the remainder of the system has the

same effect as physically removing the refractory

phase from an otherwise closed system. The treatment

of such problems requires the knowledge of the var-

iations in the external variables that induce the growth

of the mobile or refractory phase as well as a model
for the physical process of fractionation. In practice

the continuous variation in physical conditions is dis-

cretized, and after each discrete variation the state of

the system is assessed to determine the amount of the

fractionated phase (e.g., [37,39]). In the case of a

mobile phase the physical domain can also be discre-

tized to assess the effect of the migration of the mobile

phase. The strategy proposed here provides an effi-

cient means by which phase equilibrium constraints

can be actively or passively coupled to geodynamic

models that predict variations in the physical condi-

tions of a system. Here a simple model to assess the

stability of carbonate in subducted oceanic crust is

considered to illustrate such calculations.

5.1. Geological scenario and model for subduction

zone decarbonation

Because pure decarbonation reactions occur at ex-

traordinarily high temperature, the release of CO2

beneath island-arc systems is inextricably tied to the

dehydration of hydroxylated and/or hydrous silicates

that decompose at sub-arc and shallower depths [e.g,

[40]]. The presence of water influences carbonate

stability in two distinct ways: coexistence of carbonate

and hydrous silicates is limited by eutectic-like reac-

tions that generate relatively CO2-rich, H2O–CO2

fluids [41]; and the finite solutibility of carbonate in

water can cause decarbonation even in the absence of

hydrous silicates. The former mechanism requires rel-

atively high bulk H2O/CO2 ratios, thus it is suppressed

if water generated by low-temperature dehydration

leaves the system. The latter mechanism is dependent

on the amount of CO2 required to saturate aqueous

fluid. Since this amount is small at the temperatures of

interest, the mechanism is only likely to be important if

large amounts of fluid generated by deeper dehydra-

tion infiltrate the subducted oceanic crust.

Under the assumption that the infiltration mecha-

nism was insignificant, [10,30,31] argued that closed

system models provide a conservative estimate for

carbonate stability within the slab, because such mod-

els maximize the H2O/CO2 ratio of the crustal rocks.

To test this assumption, here it is assumed that the

lower crust and upper mantle are extensively hydrated

at shallow depths (Fig. 6). Physical conditions are

then varied stepwise to simulate the subduction pro-

cess and after each step the equilibrium mineralogy of
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Fig. 5. Calculated water-saturated mineralogy for the LOSIMAG

mantle composition (Fig. 3) contoured at 1 wt.% intervals for water

content (dashed curves); see Table 1 for phase notation and data

sources. If mantle serpentinization at oceanic trenches occurs by

penetration of sea water through open fractures, then the maximum

water pressure is limited by hydrostatic conditions (computed for an

average fluid density of 800 kg/m3). Assuming fluid pressure

dictates the thermal stability of serpentinite (Atg) [46], the maxi-

mum depth of serpentinization is limited by the intersection of the

relevant hydrothermal gradient (heavy lines) with the talc (T)

stability field. This argument suggests that evidence for deep mantle

serpentinization [32] should correlate with unusually cool slab

geotherms.

carbonated basalt

surface, =0z

slab top, ∆z=0

in-slab depth, ∆z

slab depth, z

45˚

10 cm/y
24.5 km

hydrated gabbro
hydrated mantle

Slab Devolatilization Model Geometry

subduction

in-slab fluid
expulsion

Fig. 6. Subduction zone devolatilization model configuration. The

lightly shaded trapezoidal region corresponds to the rectangular

coordinate frame of Fig. 7a, Figs. 8 and 9. Physical conditions are

based on a numerical simulation of subduction of young (40 Ma)

oceanic lithosphere (bslabQ) at 0.1 m/y and at 458 with respect to the

earth’s surface. The initial molar compositions of the upper crust (0–

2 km; 0.153 H2O, 0.069 CO2, 0.784 SiO2, 0.157 Al2O3, 0.143 FeO

0.167 MgO, 0.236 CaO, 0.034 Na2O, 0.006 K2O, [42]), lower crus

(2–6 km; 0.083 H2O, 0.903 SiO2, 0.140 Al2O3, 0.097 FeO, 0.304

MgO, 0.194 CaO, 0.020 Na2O, 0.001 K2O, [43,44]) and mantle (6–

18.5 km; 0.211 H2O, 0.707 SiO2, 0.037 Al2O3, 0.0971 FeO, 0.867

MgO, 0.053 CaO, 0.005 Na2O, 0.001 K2O, [45]) were chosen so

that the equilibrium mineralogies for the three lithologies are iso-

choric at the initial condition, no corrections were made for com-

paction or compression. Because of the slab dip, the vertica

thickness of the modeled portion of the slab is 34.65 km.
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lithospheric slab is computed from the base upward,

assuming that the local mineralogy equilibrates with

all the fluid generated at greater depth. An average

composition for the upper 500 m of oceanic basaltic

crust [42] is taken as representative of the upper 2 km

of the model crust, this is underlain by a 4 km section

with gabbroic composition [43], modified to contain

1.5 wt.% water to represent the effects of lower crustal

hydrothermal alteration [44]. The LOSIMAG compo-

sition [45] is taken to represent oceanic mantle with

the addition of 4 wt.% water as a generous estimate

for the amount of water hypothesized to enter the

mantle at oceanic trenches [24,32]. The vertical extent

of mantle hydration can be constrained by observing

that if mantle hydration occurs by penetration of sea

water through a connected fracture network, the max-

imum fluid pressure is limited by the hydrostatic

condition for the fluid. This fluid pressure is the
relevant pressure [46] for establishing the maximum

thermal stability of serpentinite, thus taking antigorite

as a proxy for the properties of serpentine [3] and a

geothermal gradient of 20 8C/km, such as character-

istic of the trench environment [47,24], it is found that

lithospheric serpentinization may extend to 20–25 km

depth (Fig. 5). Since this estimate includes the oceanic

crust, the vertical extent of hydrated mantle is taken to

be 18.5 km. Kinetic effects or the presence of salts in

the fluid would decrease this depth limit, whereas a

cooler geothermal gradient, as might be expected for

greater slab ages, would extend it.

For purposes of the model, geothermal conditions

(Fig. 7a) are chosen to represent subduction of a

young (40 Ma) slab at a rate of 10 cm/y. The choice

of a slab age and subduction rate that deviate some-

what from the global averages (~55 Ma and ~6 cm/y,

respectively) maximizes mantle dehydration at sub-

arc depths [24], thereby maximizing the efficiency of

infiltration-driven decarbonation. The model configu-

ration (Fig. 6) implies a global influx of ~0.55 Gt

CO2/y (global rates based on a global subduction rate

of 2.7 km2/y [24]) into subduction zones that is nearly
,

t

l



J.A.D. Connolly / Earth and Planetary Science Letters 236 (2005) 524–541 535
twice that obtained if the carbonate budget is estimat-

ed by taking into account the sediment carbonate

budget [48], but assuming that no significant carbon-

ate is present at depths beyond 500 m within the

basaltic section of the crust.

Simplified models that assume fluid saturation or

closed system behavior (e.g., [49,50,30,47]) generally

exclude the possibility that regions of the volatile-

bearing oceanic lithosphere may be thermodynamical-

ly undersaturated with respect to a fluid phase. The

open systemmodel illustrates that the existence of such

regions, in conjunction with the assumption of perva-

sive fluid flow, can lead to behavior in which fluids

cascade between different levels of the slab (Figs. 7c,

8 and 9a) and then disappear as a consequence of

hydration reactions. Even if fluid flow derived from
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obtained algebraically, assuming a parabolic vertical gradient, from geother

25 km from the slab interface [24]; (b) equilibrium CO2 concentration in the

base of the upper crust, and at the mantle-crust interface. In certain depth in

of local hydration reactions, most notably those responsible for forming ph

depths of ~133 km (Figs. 8 and 9a). The integrated CO2 flux is 4700 kg/m

taking the global subduction rate to be 2.7 km2/y, subduction zone devola

CO2 release by island arc volcanism (0.09–0.11 Gt CO2/y [55]).
the mantle is disregarded, the open system model

suggests that if slab fluid expulsion is efficient, as

implicit in the formulation, then fluids are distributed

more sporadically than previously inferred.

In the present model (Figs. 7c, 8), devolatilization

commences at 96 km depth and is confined to the

upper crustal section of the slab until a depth of 136

km. The negligible amount of decarbonation that

occurs during this stage (Fig. 9b) demonstrates that,

compared to the closed system model [30], open

system behavior increases the stability of carbonate

mineralogies in settings where the fluid is derived

largely from the carbonate-bearing lithology. In the

depth range 136–156 km, dehydration of serpentine

and chlorite in oceanic mantle is a voluminous source

of water-rich fluids. The near coincidence of this pulse
epth (km)
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ase-A in the mantle and talc in the lower crust commencing at slab

-y, assuming this value is representative of global subduction, and

tilization would release ~0.13 Gt CO2/y, comparable to estimates of
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Fig. 8. Phase relations of subducted oceanic lithosphere (bslabQ) as a
function of depth to the top of the slab and depth within the slab, see

Figs. 6 and 7 for model geometry and conditions, and Table 1 for

phase notation and data sources. Clinopyroxene is stable in all phase

fields; at shallow slab depths two clinopyroxene phases coexist, only

the presence of the more omphacitic phase (Om) is noted; other

phases are stable as indicated. Univariant fields are indicated by

heavy solid lines. Unlabeled phase fields can be deduced from the

Maessing–Palatnik rule [23] that adjacent phase fields differ by the

gain or loss of exactly one phase, although technically the diagram is

not a phase diagram section. Pressure is related to depth assuming

lithostatic conditions and a density of 3500 kg/m3. The phase rela-

tions are those of a vertical column discretized at 50 m intervals.

Equilibrium phase relations were computed from the base of the

column upward, after each computation the mass of fluid evolved

was subtracted from the local node and added to the overlying node

to simulate fluid expulsion. Once phase relations though the entire

column were computed, the physical conditions within the column

were incremented to simulate 345 m of burial by subduction. Phase

compositions were resolved with a maximum error of 0.15 mol%

(1.7 d 105 pseudocompounds) and the calculation required 6.5 h on a

1.5 GHz computer. Input files for this calculation are at www.per-

plex.ethz.ch/perplex_examples.html#example_22.
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with the maxima in CO2 solubility (Fig. 7b) within the

oceanic crust creates optimal conditions for infiltra-

tion driven decarbonation, yet the crustal carbonate

content is reduced by only 23%.

Despite the complexity of the model scenario there

are reasons to expect that the model provides a con-

servative estimate for carbon retention. The model

mantle-water content (4 wt.% through the upper

18.5 km) is roughly one half that which might be

achieved at oceanic trenches (8 wt.%, Fig. 5). Al-
though the foci of subduction zone seismic events

suggest some mantle hydration (e.g., [32]), even the

moderate water content assumed here has profound

effects on the subduction zone seismic velocity struc-

ture (Fig. 9cd). Most notably, hydration lowers the

mantle seismic velocity (e.g., [51]) with the result that

the oceanic crust would act as a high velocity wave

guide at sub-arc depths, in contrast to common obser-

vation that the oceanic crust appears to act as a low

velocity wave guide (e.g., [52]). If the requirement

that mantle seismic velocities be greater than those in

oceanic crust is introduced as a constraint on the

extent of mantle hydration, then an upper limit of

~2 wt.% is indicated for the average water content

of the subjacent mantle. The amount of CO2 present in

the oceanic crust is not an important factor provided

the carbonate content of the crust at the slab interface

is not affected by infiltration; with this proviso the

CO2 loss by the slab is simply the product of the water

flux with the CO2 solubility at the slab interface. The

solubility varies with temperature, but is only weakly

dependent on bulk chemistry for the marine sediments

and basaltic rocks that are likely to be the primary

carbonate hosts in subduction zones [30,31]. The

maxima in CO2 solubility as a function of depth is a

consequence of the steepening of the geotherm along

the slab interface, as the vigor of mantle wedge con-

vection reaches a steady-state [47,24], relative to the

temperature-depth trajectory of the equilibrium solu-

bility isopleths. The slopes of these isopleths vary

remarkably little for the various subduction zone li-

thologies [30,31], thus the existence of a maximum in

CO2 solubility at ~140–160 km depth is likely to be a

general feature. However, the temperature at this

depth, and therefore the magnitude of the solubility,

is uncertain. Thermo-mechanical model configura-

tions [47] that incorporate a shear heating term at

shallow depth lead to temperatures ~100 8C higher

than those along the slab geotherm employed here. A

temperature increase of this magnitude, would raise

the maximum solubility to ~11 wt.% CO2, thereby

causing a five-fold increase in the efficiency of infil-

tration driven decarbonation, whereas a comparable

decrease would reduce the maximum solubility to

~0.8 wt.%. The final major source of variability is

the depth of mantle dehydration relative to this max-

imum, which is controlled by the geotherm within the

oceanic slab and therefore strongly correlated to sub-

http:www.perplex.ethz.ch/perplex_examples.html#example_22


Fig. 9. Computed volatile-content and seismic velocities of the equilibrium slab mineralogy as a function depth to the top of the slab and depth

within the slab. Contour intervals for water-content (a), CO2 content (b), compressional-wave velocity (c) and shear-wave velocity (d) are 0.25

wt.%, 0.1 wt.%, 0.1 km/s and 0.05 km/s. Seismic velocities were computed using the shear modulus data base and methods described in [10],

modified or augmented by shear modulus data for antigorite, olivine [56], clinopyroxene [56], orthopyroxene [56], and biotite [8]. In the case of

antigorite, the shear modulus as a function of pressure and temperature was derived from estimates for shear- and compressional-wave velocities

of serpentinite [51] using the adiabatic bulk modulus computed from [3]. Seismic velocities were not computed in stability field of phase-A, the

black areas at in-slab of depths 17–30 km and slab depths of 130–155 km. The synthetic tomographic images (c, d) are inconsistent with the

observation that the crust is characterized by low velocities relative to the underlying mantle to N150 km depth [e.g., [52]]. This inconsistency

suggests that the water content of the model mantle is excessive. As noted previously [10], high velocities caused by the presence of stishovite in

the subducted crust at slab-depths beyond 220 km (Fig. 8) correlate well with the deep high-velocity anomaly at the Tonga–Kermadec

subduction zone [57].
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duction rate. Steeper geothermal gradients, delay man-

tle dehydration to greater depths where phase-A is

stabilized, thereby reducing the amount of water avail-

able to extract CO2 [24]. Lower gradients, would

allow more complete mantle dehydration at shallower

depths, but the increased water flux would be coun-

tered by the reduction in CO2 solubility at these

depths. Thus, repetition of the model calculation for

a subduction rate of 2 cm/y results in results in lower

relative (13.3%) and absolute (545 kg/m-y) carbon

loss.

The foregoing considerations suggest that the earlier

conclusion [30,31], based on closed system models for

decarbonation, that carbonates are likely to persist

within the subducted oceanic crust beyond sub-arc

depths is robust. As anticipated, the effect of open

system behavior is to increase carbonate stability in

the absence of an external source of water. However,

even in the model as configured here to maximize

infiltration driven decarbonation, 40–90% of the total

carbonate is retained beyond sub-arc depths. Current

thermodynamic models for silicate melts do not ac-

count for CO2 solubility, and therefore the potential

effect of melting cannot be assessed here. Experimental

work (J. Hermann, personal communication, 2004)

suggests that granitic melts generated by slab melting

may be a vehicle for removing carbonate; however the

experiments are for closed system melting and give

volatile fractions that are lower than obtained in ther-

modynamic models for closed system devolatilization

in the absence of melting. Thus, although melts may

well be the real mechanism for volatile transfer from

the slab, they are a more effective transfer mechanism

only in the sense that once formed they may persist

within the slab longer than low-density aqueous fluids,

thereby leading to a closer approximation of closed

system decarbonation.
6. Discussion

Phase relations exert a first order control on rock

properties and therefore knowledge of phase relations

and their physical consequences are essential for un-

derstanding geodynamic processes. This paper outlines

a simple scheme for obtaining such information from

thermodynamic data. The scheme consists of a free

energy minimization method for computing the stable
state of a system at any arbitrary condition, and a

strategy by which the minimization technique is ap-

plied to map phase relations and physical properties

as a function of the variables of interest. Linearization

of the free energy minimization problem as advocated

here is arguably a retrogressive step in light of devel-

opments in optimization algorithms (e.g., [17,9,53]);

however given technological advances such crude

techniques merit reexamination. The value of the

linearized solution is that it is easily implemented,

is absolutely stable, and requires no tuning to accom-

modate the various specialized equations of state used

in geosciences. The applications to melting problems

illustrated here demonstrate the feasibility of treating

relatively complex phases by this technique. However

these applications are at the limits imposed by current

technology, routine treatment of phases with more

than nine degrees of compositional freedom or even

the accurate resolution of trace quantities of species

require more sophisticated approaches. In this regard,

iterative refinement of the linearized solution may

offer a practical alternative to non-linear solution

techniques.

The mapping and storage of information from

phase diagram sections provides a means by which

geodynamic or geophysical models can be passively

coupled to phase equilibrium constraints. In principle,

such passive coupling can be done for geodynamic

models of any degree of complexity provided phase

relations can be mapped as a function of geodynamic

variables. However, mapping as a function of three or

more variables, as required by geodynamic models in

which variations in physical conditions as well as

mass transfer occur, is currently too costly to be

practical. Such problems can be addressed by dynam-

ic coupling of geodynamic and phase equilibrium

calculations or if the phase equilibrium calculations

are done for a prescribed geodynamic scenario, as

illustrated by the model presented here for subduction

zone decarbonation.

The subduction zone decarbonation model was

designed to assess the extent to which decarbonation

of the upper portion of the subducted oceanic crust

may be driven by infiltration of water-rich fluids

derived by dehydration of the lower crust and mantle.

In this regard, it was formulated to evaluate the ex-

treme scenario of instantaneous fluid expulsion, in

which fluids nonetheless are able to equilibrate fully
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with the rocks they pass through. The model repre-

sents a limiting case for the efficiency of open system

decarbonation. Expected deviations from this model

in natural systems, such as those caused by flow

channelization or kinetically inhibited devolatiliza-

tion, would lead to behavior represented by the lim-

iting case of batch or closed system devolatilization.

The solubility of CO2 in aqueous fluids in equilibrium

with the upper portion of subducted oceanic crust

exerts a fundamental control on decarbonation and

is primarily a function of temperature. Subduction

zone geotherms steepen at sub-arc depths, as heat-

loss due to mantle convection approaches a steady

state, resulting in a maximum CO2 solubility that is

typically in the range 1–10 wt.% [30,31]. Thus, given

that the mass ratio of CO2 to water within the oceanic

crust is not likely to be much less than one, the best

case scenario for infiltration-driven decarbonation is

that a large influx of mantle derived water occurs at

the depth of maximum CO2 solubility. The seismic

velocity profiles computed here for the subduction

zone model, together with the limit on the depth of

mantle hydration imposed by the stability of antigor-

ite, imply a maximum water-content of the subducted

mantle of ~1.7 107 kg/m2. For the aforementioned

solubilities, this quantity of water is capable of scav-

enging 0.25-2.5 wt.% CO2 from the upper 2 km of the

oceanic crust. This simple analysis constrains the

upper limit on the efficacy of infiltration decarbon-

ation. In view of this analysis, the persistence a large

fraction of the initial slab carbonate budget beyond

sub-arc depths, as illustrated by the specific the sub-

duction zone decarbonation model presented here, is

plausible even if the upper portion of the slab is

infiltrated by water-rich fluids derived by subjacent

dehydration.
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